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Main Research Topics in RecSys

* Prediction Accuracy

e Recommendation Models [adomavicius and Tuzhilin, TKDE’05]
— Content based

— Collaborative Filtering
— Hybrid



Issues of Existing Recommender
Systems

* Scalability [Levandoski et al. RecBench, VLDB’11]
* Functionality [Koutrika et al. FlexRecs, SIGMOD’09]
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ltem Recommender System

Today's Recommendations For You

Here's a daily sample of items recommended for you. Click here to see all recommendations. Page 1 of 44
CODER = LOOK INSIDE! @
JORLD ;
- THE PARATER LF CHOICE
NN SIS (0
SWAY
- E!,? o o
I‘i] ( S |
A — - et /
The Cartoon History Of The Sway: The Irresistible Pull of Push: A Novel (Paperback) by The Paradox Of Choice: Why
Moder... (Paperback) by Larry Ir... (Paperback) by Ori Sapphire Mor... (Paperback) by Barry
Gonick Brafman Yoirdodds (166) CDN$ 11.68 Schwartz
Yook (2) CDN$ 16.78 YA’ (5) CDN$ 11.91 Fix this recommendation Fordokds (21) CDN$ 13.86
Fix this recommendation Fix this recommendation Fix this recommendation

Close

Other Movies You Might Enjoy
Eiken has been added to
your Queue at position 2.

Amelie Y Tu Mama Tambien

This movie is available now.

Move To Top Of My Queue ]

Central Theme 2

o Predict ratings for unrated items Smmmmm e

o Recommend top-k items
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Limitation of Iltem Recommender

o Trave| Planning 1 Exttony Tt f h ol Pty (e Fri

Barcelona, Spain

ok pm
AVERAGE USER RATING (84) 3

To beautiful for words

\ X / ahg
| visited Barcelona in 2003 and saw the Sagrada Familia as part of a trip going all Lmi’_;lﬂ!'

\ over Spain. | have 10 say that this was my favorite location, | .. More

How to figure out a
two day trip in gt

1.8 8 & ¢

Barcelona which can A v s
The spirit of Barcelonal

C OV eT CLS many ;.almv.e.;c in Barcelona at arguna 9pm at night and was so jet lagged, that | should
inteyestingp[aces aS ave just plopped into bed in our hotel off the Placa de Catalunya, ...More

\_ possible?

-

3. Casa Mila (La Pedrera)

Barcelona, Spain

1 8.8 8.8
AVERAGE USER RATING (18)

Fantasti; View of the City

The highlight of Casa Mila is the specacular view from the roof. There are granite
structures on the top that resemble heads with helmets watching ...More
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Limitation of Iltem Recommender

o Tweeter Recommendation

How to find a pack
of tweeters to follow
without being
overwhelmed?

Home Profile Find People Settings Help Sign out

Look who else is here. Start following them!

Browse Suggestions Find Friends Invite By Email Find On Twitter

Look who else is here! Follow the ones you like

Local Sources in Science

Canad
Sl NatureNews “2. follow

@NatureNews
Location: London
Bio: The latest science news from Nature, the international scientific journal

Worldwide

Art & Design

Books
Astro Pic Of The Day ‘2 follow
Business @apod
Location: Goddard Space Flight Center
Bio: Each day a different image or photograph of our fascinating universe is

featured, along with a brief explanation written by a professional astronomer.

Charity
Entertainment

Family

@
Fashion DISCOVER Magazine ‘2 follow
£ Dii) @DiscoverMag
ood & Drink Location: Between gluons and galaxies

Funny Bio: Hosted by Web editor Amos Zeeberg @settostun

Health

Darwin Evolution 12 follow
@Darwin2009

Location

Bio: A resource in evolutionary biology and all related fields for Year of Darwin
2009 and beyond, for scientists, enthusiasts and anyone else who is interested

Music
News

Politics

Sports Digg Science "2 follow
Staff Picks @digg_sciences
Location
Ceaff Dicke for Warld Cun ~ > 2
tions/find on contacts Bio: Top science stories as they roll across the homepage of Digg.com
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Our Envisioned RecSys Architecture

e 2"d Generation Recommender System

Efficient and Scalable
ltem Recommender System

A 4

Flexible Recommending
Tailored for the Application

University of British Columbia
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Outline

* Efficient Top-k Recommendation
* Package Recommendation
* Conclusions



Outline

* Efficient Top-k Recommendation



Scalability and Top-k Algorithms

* Updating the model

e Efficient top-k
algorithms

* This process must be

repeated

Univers

lterative Process

@commender System \

Top-k
recommendation
generatlon

|

|
T

|

Data

k[ (user feedback)

|
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Outline

* Efficient Top-k Recommendations
— [tem-based collaborative filtering



ltem-based Collaborative Filtering (CF)

* Predict missing score of the user (U) on candidate item (l) as follows:
— Find N most similar items to | that U has rated, N(U,I)

— Use a weighted average of their ratings weighted by similarity as
predicted score

Ul 1 2 3 11 1 09 02 04

U2
u3
U4
U5
U6

Ratings

3

3 4 1
5 5
5
4 5 2

Similarities

2

Movies
I11: God Father, 12: Memento
/ 13: King’s Speech, 14: Scarface

N=2

12 0.9 1 0.1 | 0.8

4 13 02 01 1 0.7

. 0.8x5+0.7x2

\ o 0.8+0.7

14 04 08 0.7 1

N(US, 14) = {12, 13}

ltem-based Collaborative Filtering Recommendation Algorithms (WWW 2001)

University of British Columbia 15



Naive Top-k algorithm

Probe: find nearest neighbors and predict scores

— Scan the list of items rated by U once per candidate
item (I) to find its N nearest neighbors

— Predict I’'s score using its neighbors

— O(mplog(N)+mN)

Explore: find k items with highest scores

— O(mlog(k) )

Probe is more costly because it depends on p
We call this Naivel algorithm



Outline

* Efficient Top-k Recommendations

— Classic top-k algorithms and challenges



Can we useTA/NRA?

* Challenge: Every item’s score is calculated by
aggregating a different set of N lists

+Maintain N nearest neighbors of every

Similarity Matrix candidate item in every user profile O
(Nnm)
Rated by U6 (m —W= m o
\ + Assuming Netflix data, this will be more
( \ than 500 times the original sparse matrix!
EIENEnEIEEE  Not feasible!
12 0.9 1 0.1 0.8 0.7 0.3
13 0.2 0.1 1 0.4 0.8 0.6 Create
4 07 08 04 |1 09 02 Virtual lists 14 12 11
15 0.1 0.7 0.8 0.9 1 0.5
16 0.8 0.3 0.6 0.2 0.5 1 15 12 13

Candidate items 16 11 13

University of British Columbia



Similarity Sorted Lists

Let’s assume a global data structure (L)
Every column corresponds to one item

ltems in jth column are ordered by their
similarities with respect to the jth item

References are used to have a unified

representation of items S(11.14)
Collection of sorted lists (L) Similarity
O CE CE I el
and 14
(12, 0.9) (11,0.9) (14,0.8)  (11,C @
(14, 0.8) (13,0.7) (12,0.7)  (I3,0.8) S(11,14) = S(14,11)

(13, 0.5) (14, 0.6) (11, 0.5) (12, 0.6)

University of British Columbia
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Adapting Classic Top-k Algorithms

Collection of sorted lists (L)

Rated by U6 Candidate items
( : I : \
N=1 N CEE N P
K=1 (12,09)  (11,0.9) (14,0.8)  (11,0.8) (14, 0.5)
& score : (14,0.8)  (13,0.7) (12,0.7)  (13,0.8)  (11,0.4)
-Lower bound on (13,0.5) (14, 0.6) (11,0.5)  (12,0.6)  (13,0.4)
score of top-1: 5 (15, 0.4) (15, 0.3) (15,0.4)  (I15,0.5)  (12,0.3)

-Upper bound on
score of unseen: 5

= 14 is the top item

User ratings

ue 5

University of British Columbia
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Let’s not get too excited!

Collection of sorted lists (L)

Rated by U6 Candidate items
) \
N=1 IE- _ _ I _

K=1 (12, 0.9) (11,0.9) (14,0.8)  (12,0.85) (14, 0.5)

, (14, 0.8) (14, 0.85) (12,0.7) (11, 0.8) (11, 0.4)
-13’s score: 4

, (13, 0.5) (13, 0.6) (11,0.5) (13, 0.8) (13, 0.4)
-14’s score: 4

(15, 0.4) (15, 0.3) (15,0.4)  (I5,0.5) (12, 0.3)

-15’s score: 5

User ratings

ue 5
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Limitations of Classic Algorithms

Theorem: all classic algorithms that make sorted
access to columns of L corresponding to items rated by
Ui can perform arbitrarily bad (as bad as Naivel)

Theorem: all classic algorithms that make sorted
access to columns of L corresponding to candidate
items can perform arbitrarily bad (as bad as Naive2)

Naive2 will be explained later

Conclusion: classic style top-k algorithms CAN have
limitations in some practical problem settings!

University of British Columbia 22



Limitations of Classic Algorithms

* Theorem: all classic algorithms that make sorted
access to columns of L corresponding to items

rated by Ui can perform arbitrarily bad (as bad as
Naivel)

* Theorem: all classic algorithms that make sorted
access to columns of L corresponding to
candidate items can perform arbitrarily bad

e Conclusion: classic style top-k algorithms CAN
have limitations in some practical problem
settings!

University of British Columbia 23



Outline

* Efficient Top-k Recommendations

— Proposed top-k algorithm



Can we do Probe more efficiently?
(Case 1)

* What if | already know N’ nearest neighbors of
| in U’s profile N > N?

ltems rated by U

Similarity to | 0.9

N=3
N =4
Cost of Probe = O((N’) x log(N ) < O (u x log(N) )

/ S

Cost of Naivel given N’ < u rated Cost of Naivel given all p
items rated items

University of British Columbia 25



Can we do Probe more efficiently?
(Case 2)

* What if | already know N’ nearest neighbors of
| in U’s profile N < N?

ltems rated by U

Similarity to | 0.9

N’=1

N=3

| know the nearest neighbor (I1)

Cost of Probe = O((pu-1) x log(N-1) ) < O (L x log(N) )

University of British Columbia 26



Finding N” Nearest Neighbors

 Example: finding top neighbors of 13 and 14
Candidateitem |13 |14 Similarity sorted lists (1

Top Neighbor 12 11
Rated b}/ u

Use similarity
T0&0:&6) Q0710 (1405) JUNK
JUNK { (13,0.3) (11, 0.3)

+ Ideal O is one that returns N’ = N nearest neighbors for every
candidate item
+ Almost impossible in practice!

PR

University of British Columbia 27



Two Phase Algorithm (TPH) for Probe

e Phase 1l

— Use a similarity threshold 0

— Find N’ nearest neighbors of each candidate item
using L

— N’ =N (done)

— N’ < N (case 1)

— N’ > N (case 2)
* Phase 2:

— We can do better than Naivel in both casel and case?2
to find N nearest neighbors

* Overhead is phase 1



Optimal Threshold (6)

* Probabilistic cost based optimization is used

e Cost function is an upper bound on expected
cost of both phases put together

* Optimal 6 value depends on N and p

Second Phase

coe) [T |
First phase
ce = c1(6) + +

C3(8)

Variable: e I

University of British Columbia 29



Optimal Threshold (6)

There is a trade-off between increasing(1) and
decreasing (V) components in cost function

Cost function is a high degree polynomia

Theorem: cost function is guaranteed to have
one and only one minimum under reasonable
assumptions (u>1, N> 1)

Use numerical method to find optimal ©

0 = arg min(C (6"))



Experiments

* We use Netflix dataset (500k users, 17k
items, 100M ratings)

e Pearson correlation coefficient is used to
measure item similarities

(R(u,v;)—7u, (R(u,v;) =Ty )

- J

s(z,7) =

| Py L — .9 Py Y
[ 5 (R{uw,v; ) —7u. )% S (R{u,v;)—7y . )=
f / I, \ Z 2’ /— I, \ J J
] ~ . & .

\’. welyj wel;;

I; i =v; My



Time(s)

0.5 ............................................................................
0‘45 feee SEBR =gmgey B B 00 ssesssssessesssusessessessessessesssssessessenseasessesssssesssacesse IR cecsess
5 O TPH
0.4 .......
0'35 fess ssessssssssesssusessesseussssessssssssesseasenssasessesssnsesssasesss NN oo ee s 4
0.3 feee. T B OAT Y Wwwals 0 sicisscscssssssssessecsenssnsssso . cosecseeces s SRR .. oc o s — .
7]
095t M| B < B Naive2
0‘2 ..................... .§
015 ..................... E 2
0'1 .....................
005 ..................... 1
0 0 r—. I_. .
0-100  150-250  450-550 950-1050 1950-2050 0-100 150-250  450-550 950-1050 1950-2050

+ Naive2 reads similarity sorted lists corresponding to candidate
items until N rated items are found

+ Even for very large u, TPH performs as good as Naive2

+TPH is reliable enough to perform better than both baseline
algorithms regardless of u

University of British Columbia 32



Summary on Efficient ltem
Recommendation Algorithm

* Scalable implementation of memory based
item-based CF method

* Theoretical results show classic algorithms are
not suitable for this problem setting

* We proposed two phase algorithm (TPH) using
probabilistic cost based optimization



Outline

* Package Recommendation



Breaking out of the Box

* Iltem Recommendation = Package
Recommendation
— Leverage on existing item recommender systems

— Automatic top-k package recommendations
* User specified cost budget (price I’'m willing to pay)

* Compatibility constraint

University of British Columbia
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Composite Recommender

[tem Recommender

1. Stanley Park
Pmpesy West End and Stanely Park, Vancouver, Canada Map »

b2 2.8 8
Average User Rating (154) »

tl

@ ! Seawall Stanley then Teahouse

You are in Vancouver visiting for a few days and you have heard' of Stanley Park. What do you
do? SEAWALL. There is a walk all around Stanley Park called (big surprise here) “the Seawall*
built over ... More »

I More Details » EJAddtoTrips> [ Reviews »

t2

| ©' Robson Street - A

Robson Street, hit me smack full on, | heared someone say all human life is here and they are
right from the rich and poor east and west, but they all want 1o be on that street, Robson. The
different ... More »

& More Detalls » ENAddtoTrip» [ Reviews »

3. Jericho Beach
— Point Grey, Vancouver, Canada Map »

3 ||
t Average User Rating (29) »

&/ Great Escape - Ly

Jericho Beach has everything you need right there. Stay at the hostel & you're rigntin the midst of
things, ifs an easy walk to anything you'd want - food, shopping, sight seeing, beach combing,
More »

&l More Details » EJAddtoTrip» [ Reviews »

Item Recommendation

External Price Source

—

University @iﬁsh Columbia

Item Rating

—————)

Item Recommendation

é 25
2
8‘8‘

Package

. Price Budget
Recommendation 8

4 Composite Recommender )

1 8.8 8.8

Compatibility
Checker




Outline

* Package Recommendation
— Problem Definition



Composite Recommendation Problem

* Input to the composite recommender system

— Item rating / value obtained from item recommender
system
* Items are accessed in the non-increasing order of their ratings

— Item price information

* Can either be obtained for “free” or randomly accessed from price
source

* Access Cost

— Sorted Access Cost + Random Access Cost -> # of items
accessed



Composite Recommendation Problem

* Top-k Composite Recommendation Problem:
— |temset sorted by rating
— External price information source
— Price Budget
— An integer k

— Find top-k packages which have the k highest total value
and are under the price budget

* When k=1, classical knapsack problem :
— Access Constraint (through getNext() API)



Composite Recommendation Problem

e Background price information
— Assumed in this talk

* Global minimum item price

University of British Columbia 40



Criteria for the CompRec Problem

* High quality package recommendations

— Quality ::= Sum of predicted ratings of items in
the package

e Minimize number of items to be accessed



Outline

* Novel Recommendation Applications

— Proposed Algorithms



Algorithms Proposed

* Optimal algorithm
* Greedy algorithm



Instance Optimality of Optimal

Algorithm

* Proposed optimal algorithm /nsOpt-CR is
instance optimal over the class of all possible

a-approximation algorithms that are constrained
to access items in non-increasing order of their
value

— InsOpt-CR has an instance optimality ratio of 1!



Instance Optimality of Greedy
Algorithm

* Greedy-CRis not instance optimal

— Can find an instance where its performance is
arbitrarily worse than the InsOpt-CR.

 Through empirical study, Greedy-CR has good
practical performance

— Much faster
— Near optimal package quality

* Greedy-CR can be extended to Greedy-CR-Topk
using Lawler’s procedure



Datasets & Experiment Setup

* Datasets

— MovielLens 10 million rating dataset
* Running time as cost (IMDB)
* Budget is set to 500 minutes

— TripAdvisor Top-10 U.S. City dataset
e 23658 ratings for 1393 POls by 14562 users
* Set log of popularity as the cost

— Synthetic correlated & uncorrelated dataset
e Ratings are randomly chosen from 1 to 50
e Ratings generated by memory based
collaborative filtering algorithm

— Easy to switch to other algorithm



Datasets & Experiment Setup

* Optimal Algorithm
— Offline Knapsack Algorithm over all items



Quality of Recommended Package

 Sum of package value & Average package

value

1st Package | 2nd Package | 3rd Package | 4th Package | 5st Package
SUM | AVG | SUM | AVG | SUM | AVG | SUM | AVG

Optimal 427 | 46.7 | 426 | 46.6 | 425 | 46.7 | 424 | 46.7 | 423 | 46.6

MovieLens InsOpt-CR-Topk | 386 JW 47.5 | 385 | 474 | 385 | 47.3 | 384 | 47.2 | 383 | 47.2
Greedy-CR-Topk | 384 | 381 47 380 | 46.8 | 379 | 46.7 | 379 | 46.7

Optimal 300 300 50 300 50 300 50 300 50

TripAdvisor InsOpt-CR-Topk | 185 o0 175 50 165 o0 160 20 155 50

Greedy-CR-Topk | 220 50 210 50 210 50 205 50 205 50

Optimal 1092 | 36.4 | 1091 | 36.4 | 1090 | 36.3 | 1090 | 36.3 | 1089 | 36.5

Uncorrelated Data | InsOpt-CR-Topk | 929 | 43.6 | 926 | 43.6 | 925 | 43.6 | 925 | 43.6 | 924 | 43.5
Greedy-CR-Topk | 945 | 429 | 939 | 428 | 938 | 428 | 936 | 42.7 | 931 | 42.8

Optimal 122 5.3 122 5.2 122 2.2 122 5.1 122 5.2

Correlated Data | InsOpt-CR-Topk | 110 6.7 110 6.7 110 6.7 110 6.6 110 6.5
Greedy-CR-Topk | 110 6.6 110 6.6 109 7.6 109 6.5 109 | 7.15




Efficiency Study

Running Time (ms) 10"

10°

10°

10"

107

10"

(a) MovielLens

—) Optimal

—— InsOpt-CR-Topk

—~/— Greedy-CR-Tapk _
B 111

SmZSmetmEim:
N PN VANV

5 10
K

(c) Uncorrelated Data

—O— optimal
—F— InsOpt-CR-Topk
—/— Greedy-CR-Topk

(b) TripAdvisor

—)— Optimal
—F— InsOpt-CR-Topk
—~/— Greedy-CR-Topk

(d) Correlated Data

—6E— optimal
—— InsOpt-CR-Topk
—/— Greedy-CR-Topk




Outline

* Package Recommendation

— Discussion



Compatibility

* Boolean Compatibility Examples

— For trip planning, the user may require the result

package to contain no more than 3 museums, 1
park.

— For tweeter recommendation, the user may
require no more than one followee on general
news (e.g., either CNN or NYTimes)



Framework for Handling Compatibility

4 A
Post-Filtering Packages using

Compatibility function
- Y

2 )

[ Lawler’s Procedure J

(Get Next Best Package)

2 )

Top 1 Package Searching
Algorithm

University of British Columbia 52



Optimization Opportunities

* When compatibility function is of some specific
forms, we can optimize the processing using
various techniques.

 Examples on trip planning:

— Having one item from each of 3 predefined categories
e Rank Join [Finger et al. SIGMOD’09]
* Rank Join with Aggregation Constraints [Xie et al. VLDB’11]
— Minimum touring/walking distance to be under a
budget

* Access Constrained Orienteering Problem



Summary of Package
Recommendation

By leveraging on existing RecSys, we proposed a composite
recommendation problem with price constraints and access
constraints

We proposed instance optimal approximation algorithms, and
studied how heuristics can be exploited to speed up calculation
while not hurting empirical performance too much

Instance Optimality achieved in the context of approximation
algorithms for NP-hard problems

Our proposed model can be extended to handle compatibility
constraints



Conclusion

* Push the envelop on recommender system
— Envision 2"d Generation RecSys
* Challenges

— Efficient & Effective item recommendation algorithms
— Flexibility in handling applications’ customization
requests

e Details:
— [Khabbaz and Lakshmanan, EDBT’11] [Xie et al., RecSys’10]



Thank you!
Q&A



Backup Slides



Beyond Simple Packages

FlexRecs [Garcia-Molina et al. 09].

Query/Search driven recommendations of
complex objects?

What can Recommendations do for Databases?

What can they do for Data Warehouses?



Optimal Threshold (6)

mu = [450 550]

04 06 08 1

Threshold
mu = [1450,1550]
14
0.8
o
g 06
|_
0.4
0.2 - -
0.2 0.4 06 0.8 1
Threshold

mu = [950,1050]
0.5
+ The red point shows
performance using our
theoretically found optimal
threshold
0.2 — :
0.2 0.4 06 0.8 1
Threshold
mu = [1950,2050]
2
1.5
1 0 =argmin(C(0"))
05 ] 0'
D N N N
0.2 0.4 06 0.8 1
Threshold
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Average Performance on Randomly
Selected Users

* Hybrid: if < 1500 use Naivel otherwise use Naive2

0.03 : - - + Average performance
008 | on a randomly selected
007 set of 100 users is
measured
0.06 |
g 0.05] T "1  +TPH performs better
0.04 A - than the combination of
003l _ baseline algorithms
0.02}
0.01 = - ' :
2 4 6 8 10
Size of neighborhood (N) 60

University of British Columbia



NDCG Score

Quality of Recommended Package

e Variation of NDCG-Score to measure the
quality of recommended package

Worst Score

E<N

N

(a) Movie Lens

NDCG(R®, R*) =)

v(P2)—v(P2)

worst score = 2

k log(l+ 5 (P?)

log(1 + %)

(c) Uncorrelated Data

10

Worst NOCG Score

o log(2)

~ log(1+1)

(d) Correlated Data

O Worst NOCG Score
—3— Greedy-CR-Topk
—F— InsOpt-CR-Togk




Similarity Sorted Lists

e Let’s assume a global data structure (L)
* Every column corresponds to one item

* |tems in jth column are ordered by their
similarities with respect to the jth item

e References are used to have a unified

Original . . ,
Originel MeNeL . - 1yt 4t o FPIEFFR e fists (1

2 pointe 9) (11,0.9) (14,0.8)  (I1,0.8)
2 (14, 0.8) (13, 0.7) (12,0.7)  (13,0.8)
= (13, 0.5) (14, 0.6) (11,05)  (12,0.6)

14
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Updating Similarity Matrix

z (R(u.l")—rtvi)(Rl:u.l"))—f—‘uj)

U= I‘.‘

[ T (R(uwe)=Fo)? 3 (R(uywg)=Fuy)?

—

fusly, uél'.,
ARKF

Ai; = >0 R(u,v;)R(u, vy)
uGIU

B:;;= Y Rluv)C;, =7,
uGI‘J \

D;; = 3 R(uv)", E; =|I]
uGI‘j

Aij; — C;Bij — CiB;i + Ei; CiC;

\/'/(D,'j -1 E,’jC-‘;Q — 2(.-', B;j)(Dj,’ + Eijc"j:) - 'ZC-‘J'BJ‘,‘)
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Probabilistic Analysis

* Which similarity value is more likely to make it
to the list of N nearest neighbors of some

item?09o0r0.1?

e Assume some PDF for similarity values f(s)
LP

(12,5=0.8,p=0.1) (13,5=0.9,p=0.05) (11,5=0.8,p=0.08)
(13,5=0.3,p=0.8) (11,5=0.3, p=0.8) (12,5=0.7,p=0.1)

University of British Columi&a= 0.7, P =] - F(O7) 64
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Cost Function

* Q(p)mp is an upper bound on expected
number of missing neighbors after the first

phase Worst case that can happen given a threshold

C(6a) = Q(Oa)mpui* log(N)
+(m — Q(0a)my; ) log (N )i
+m it

mp; X

% QBa) i log(N)(1 = 0) + 6 (1 + log(N))
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Estimating p values and Updating
Similarity Matrix
We use the collection of all similarity values
and maximum likelihood to estimate f(s)

Rows of similarity matrix can be normalized
for obtaining better estimates before sorting
columns and creating L

We tested Gamma, Uniform and Gaussian

We found Gaussian fits similarities better than
others



