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The Message 

•  The Web will be increasingly personalized, 
but “personalization” will mostly happen 
within the context of 
– Content optimization 
– Semantic interpretation of web content and 

user intent 
– Socialization of the web 
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Content Optimization 
•  Content 

– Portal content, Search, Social 
•  Optimization objective 

– Engagement, revenue, retention, `voice’ 
•  Signals: 

– Content features 
•  Topic/entity 

– Popularity 
•  Links, referrals, clicks, CTRs 

– User features 
•  Content consumption, social, explicit 



4 

Personalization 

•  Why? 
– Engagement, revenue, retention, `voice’ 

•  Why not? 
– Discovery, privacy, search bias 

•  Who? 
– User profiles 

•  How? 
– Algorithms, infrastructure 
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User Interest Modeling 
•  User—Topic (entities, categories) affinity 

– From logs (clicks, views, purchases, etc.)  
•  Latent Factor models 

– Topic affinities based on activity of user and 
“similar” users  

•  Search history 
– Online and offline 

•  Responses to recommendations 
– Current session history 

•  Explicit user declaration 
– When and what should we ask users? 
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CONTENT OPTIMIZATION 
FOR PORTALS 

7	



•  “Just look at our homepage, for example. Since we began pairing our 
content optimization technology with editorial expertise, we’ve 
seen      click-through rates in the Today module more than 
double. And we’re making additional improvements to this 
technology that will make the user experience ever more personally 
relevant.”  

•  Carol Bartz, Analyst Call, January 27, 2010 
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Content Optimization 

Key Features 

Package Ranker (CORE) 
Ranks packages by expected CTR based on 
data collected every 5 minutes 

Dashboard (CORE) 
Provides real-time insights into performance by 
package, segment, and property 

Mix Management (Property) 
Ensures editorial voice is maintained and user 
gets a variety of content 

Package rotation (Property) 
Tracks which stories a user has seen and 
rotates them after user has seen them for a 
certain period of time 

Key Performance Indicators 

Lifts in quantitative metrics 
Editorial Voice Preserved 

+200% clicks 
vs. one size fits all 

+79%  clicks 
vs. randomly selected 

+43% clicks 
vs. editor selected 

Recommended	
  links	
   News	
  Interests	
   Top	
  Searches	
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CORE Data Flow 

CORE Content feed with business rules 

Explore 
~1% 

Exploit 
~99% 

Real-time 
Feedback 

Content Metadata 

CORE Dashboard Optimized Module 

Real-time 
Insights 

Business Rules Engine 
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Recommender Approaches 

Estimate Most Popular (EMP) “What’s most engaging overall?” 

Behavioral Affinities “People who did X, did Y” 

Attribute Similarities “Related items with similar metadata” 

Business Optimization “What generates most business value?” 

Personalized Recommendations “What’s most relevant to me based on  
my interests, attributes and relationships?” 

Social Recommendations  “What are my trusted connections into?” 

94087 
Italian 

94089 
Italian 

RED 
RED 

X Y 
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CORE Modeling Overview 

Offline Modeling 
•  Exploratory data analysis 
•  Regression, feature selection, 
   collaborative filtering (factorization)  

•  Seed online models & explore/exploit 
   methods at good initial points 
•  Reduce the set of candidate items  

Online Learning 
•  Online regression models,  
time-series models 

•  Model the temporal dynamics 
•  Provide fast learning for per-item models 

Explore/Exploit 
•  Multi-armed bandits 

•  Find the best way of collecting real- 
   time user feedback (for new items) 

Large amount of 
historical data 

(user event streams) 

Near real-time user feedback 
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Ranking in CORE 

•  Pure feature based (did not work well): 
–  Article: URL, keywords, categories 
–  Build offline models to predict CTR when article 

shown to users 
–  Models considered 

•  Logistic Regression with feature selection 
•  Decision Trees, Feature segments through clustering 

•  Track CTR per article in user segments through 
online models 
–  This worked well; the approach we took 

eventually 
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Explore/Exploit  

•  What is the best strategy for new articles? 
–  If we show it and it’s bad: lose clicks 
–  If we delay and it’s good: lose clicks 

•  Solution: Show it while we don’t have 
much data if it looks promising 
– Classical multi-armed bandit type problem 
– Our setup is different than the ones studied in 

the literature; new ML problem 

(Online Models for Content Optimization, NIPS 2008: D. Agarwal, B. Chen,  
P. Elango, N. Motgi, S. Park, R. Ramakrishnan, S. Roy, J. Zachariah)  
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Challenges in Our Setting 

•  Dynamic item pools 
•  Article CTRs decay over time 
•  Time-of-day /day-of-week effects 

345678CTR in %21:3021:4522:0022:1522:3022:45Regular CTRCTR after removing clickers’ repeated view 2468CTR in %22:0000:0002:0004:0006:0008:0010:0012:0014:0016:0018:0020:0022:0000:0002:0004:0006:0008:0010:00
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Some Other Complications 

•  We run multiple experiments (possibly correlated) 
simultaneously; effective sample size calculation a 
challenge 

•  Serving Bias: Incorrect to learn from data for 
serving scheme A and apply to serving scheme B 
–  Need unbiased quality score 
–  Bias sources: positional effects, time effect, set of 

articles shown together 
•  Incorporating feature-based techniques 

–  e.g., logistic regression; tree-based (hierarchical bandit) 
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CORE Dashboard: Overall CTR 
Compare performance of models and historical 

benchmarks 

See which 
content was 
promoted most 
across time 

Compare 
buckets and 
models over 
time 

Compare 
bucket 
metrics 
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CORE Dashboard:  
Segment Heat Map 
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Examples  

–  ACQUISITION: A “Star Trek” package was  #3 with 18-20 demo, #2 with 21-24 demo, 
but #9 overall. We can acquire younger audiences with targeted content like this. 

–  ENGAGEMENT: “Kobe’s astonishing shot” was #25 with women, but #5 with men. We 
can better engage men (or sports fans) by showing more like this, women by showing 
less. 

–  REACH: A package about a hair-pulling soccer player was just plain interesting to 
everyone (#1-3). We can maintain reach by programming content for the mass 
audience. 

20 
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Degrees of Personalization 

Most Popular 
Most engaging overall based on objective metrics 

Deep Personalization 
Most relevant to me based on my deep interests and relationships 

Real-time 
Dashboard 

Voice and 
Business Rules 

Business 
Optimization 

Light Personalization 
More relevant to me based on my age, gender and property usage 

Most Popular + Per User History 
Engaging overall, and aware of what I’ve already seen 
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Default Male Female 18-24 25-34 Heavy 
Sports 

7.1 -0.4 +0.4 +0.3 +0.1 -0.5 

6.8 +1.0 -1.0 +0.2 +0.3 +2.1 

6.5 -0.6 +0.6 +0.5 +0.3 -0.8 

6.2 0 0 -0.7 -0.5 -0.3 

5.9 -1.1 +1.1 -0.5 -0.2 -0.2 

We compute rankings for each user based on his/her attributes 

We learn how user attributes correlate with engagement for each item 

Matching Users to Content 
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Collaborative Filtering 
us

er
s 

Movies 

5 

1 

2 

5 

5 

5 4 

1 

us
er

s 

1 

1 

0 

0 

.8 

1 1 

.5 

User features 
e.g. ?sports, ?music, 

Q: Can we use additional feature information to better predict explicit ratings? 

Feature information maybe incomplete, uncertain 
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Content Recommendation 
us

er
s 

Articles on Yahoo front pg 

1 

1 

0 

1 

0 

1 1 

0 

1 

1 

0 

1 

0 

1 1 

0 

Articles on Yahoo news 

0 

0 

0 

0 

Users in two contexts are different but some are common 

Articles in the two contexts maybe different with no overlap 

Q: Can we make click prediction better in both contexts? 
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Problem Setup 

•  User x item matrices in n different contexts 

•  Items 
–  Item-ids, feature values 

•  Response/ratings 
–  Explicit/implicit ratings, feature values 

•  Matrices could be incomplete/complete 

5

1
2

5 

5 

5 4
1

0 1 
0

0 

1

1 0 
1 

Context 1 
0 

1 0 

0 

1

1 0 
1 

Context 2 Context 3 
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Localized Matrix Factorization (LMF) 

•  Assume a joint distribution on user factors across 
contexts 

•  E.g. k = 2:  

•  Estimate factor covariance from data and borrow 
information across contexts through conditionals 
–  Amount of information borrowed depends on covariance  
–  Measurement error taken care of through joint modeling 

Factor covariance 

(Localized Factor Models: Agarwal et al., KDD 2011) 
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Social Advertising 

•  Armani 
•  Gucci 
•  Prada 

Recommend ads based on 
private shopping histories of 

“friends” in the social network.  

27	
  

Alice	
   Be9y	
  

•  Nikon 
•  HP 
•  Nike 

(Personalized Social Recommendations: Machanavajjhala et al., VLDB 2011) 
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Privacy in Social Advertising 

28	
  

Fact that “Betty” liked 
“VistaPrint” is leaked to 

“Alice” 

Alice	
  

Be9y	
  

Items	
  (products/people)	
  liked	
  by	
  Alice’s	
  friends	
  are	
  
be=er	
  recommenda>ons	
  for	
  Alice	
  



29 29	
  

Privacy in Social Advertising 

Alice	
   Be9y	
  

Alice is recommended ‘X’ 

Can we provide accurate recommendations to 
Alice  

while ensuring that  
Alice cannot deduce that Betty likes ‘X’ ? 
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Takeaway … 

•  “For majority of the nodes in the network, 
recommendations must either be inaccurate or 
violate differential privacy!” 

–  Maybe this is a “bad idea” 

–  Or, Maybe differential privacy is too strong a 
privacy definition to shoot for.  

30	
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System Challenges 

•  Highly dynamic system characteristics: 
– Short article lifetimes, pool constantly 

changing, user population is dynamic, CTRs 
non-stationary 

– Quick adaptation is key to success 
•  Scalability: 

– 1000’s of page views/sec; data collection, 
model training, article scoring done under tight 
latency constraints 
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 Data Management in CORE 

HDFS 

1) User click history logs 
stored in HDFS 

2) Hadoop job builds 
models of user 
preferences 3) Hadoop reduce 

writes models to PNUTS 
user table 4) Models read from 

PNUTS influence users’ 
frontpage content 

Candidate 
content 
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User Activity Modeling 

•  Large dimensionality vector describing possible user 
activities 
•  But a typical user has a sparse activity vector 

Attribute Possible Values Typical values 
per user 

Pages ~ MM 10 – 100 

Queries ~ 100s of MM Few 

Ads ~ 100s of thousands 10s 
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Feature and Target Windows 

Time 

Query Visit Y! finance 

Feature Window Target Window 

Event of interest 

Moving Window 

T0 
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User Modeling Pipeline 

Component Data 
Processed 

Time 

Data Acquisition ~ 1 Tb per time 
period 

2 – 3 hours 

Feature and 
Target Generation 

~ 1 Tb * Size of 
feature window 

4 - 6 hours 

Model Training ~ 50 - 100 Gb 1 – 2 hours for 
100’s of models 

Scoring ~ 500 Gb 1 hour 
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Hadoop Servers 
Hadoop Storage (PB) 

Hadoop	
  powers	
  the	
  Yahoo!	
  Network:	
  must	
  be	
  rock-­‐solid	
  

We	
  fix	
  bugs	
  before	
  you	
  
see	
  them	
  
• 	
  We	
  run	
  very	
  large	
  
clusters	
  
• 	
  We	
  have	
  a	
  large	
  QA	
  
effort	
  
• 	
  We	
  run	
  a	
  huge	
  variety	
  of	
  
workloads	
  
• 	
  Recent	
  spinoff	
  
(HortonWorks)	
  

Hadoop: Stability at Scale 
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Related Work 

•  Amazon, Netflix, Y! Music, etc.: 
– Collaborative filtering with large content pool 

(see KDD Cup, 2011) 
– Achieve lift by eliminating bad articles 
– We have a small number of high quality 

articles 
•  Search, Advertising 

– Matching problem with large content pool 
– Match through feature based models 
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Summary of Approach 

•  Offline models to initialize online models 
•  Online models to track performance 

•  Explore/exploit to converge fast 

•  Study user visit patterns and behavior; 
program content accordingly 
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The Social Web 
Social networks and online 

communities will result in personalized 
experiences in a number of ways 
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PeopleWeb:  
Site-Centric         People-Centric 

•  Common web-wide id for objects (incl. users) 
•  As users move across sites, their personas and social 

networks will be carried along 
•  Increased semantics on the web through community 

activity (another path to the goals of the Semantic Web) 

  Global                        
  Object                        
Model                       	



                    Portable 
      Social 

     Environment 

Community 

Search 

(Towards a PeopleWeb, Ramakrishnan & Tomkins, IEEE Computer, August 2007) 
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The Power of Social Media 

•  Flickr – community phenomenon 
•  Millions of users share and tag each 

others’ photographs (why???) 
•  The wisdom of the crowds can be used to 

search 
•  The principle is not new – anchor text 

used in “standard” search 

(Courtesy: Prabhakar Raghavan) 
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Web Search Results for Lisa  

Latest news results for 
“Lisa”. Mostly about 
people because Lisa is 
a popular name   

Web search results are 
very diversified, 
covering pages about 
organizations, projects, 
people, events, etc.  

41 results from My Web! 



“Social” Search Results for Lisa  

Excellent set of search 
results from my community 
because a couple of people 
in my community are 
interested in Usenix Lisa-
related topics 
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Yahoo! My Web 2.0 

My Web 2.0 Home Page 

Personal 
knowledge 

Public vitality 
•  Statistics 
•  Recent pages 
•  Popular pages 

Community vitality 
•  Statistics 
•  Recent pages 
•  Popular pages 

Community 
knowledge 

Public 
knowledge 

Search buttons.  
My Web search 
includes search for 
both My Stuff and 
community stuff 

(Courtesy: Raymie Stata) 



46 
46 

Save / Tag Pages You Like  

You can save / tag pages you 
like into My Web from toolbar / 
bookmarklet / save buttons  

You can pick tags from 
the suggested tags 
based on collaborative 
tagging technology  

Type-ahead based on 
the tags you have used  

Enter your note for 
personal recall and 
sharing purpose 

You can specify a 
sharing mode  

You can save  a 
cache copy of the 
page content  

(Courtesy: Raymie Stata) 
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My Web Overlays 

Joining My Web data into 
Web Search results 
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Tech Support at COMPAQ 

“In newsgroups, conversations disappear and 
you have to ask the same question over and 
over again. The thing that makes the real 
difference is the ability for customers to 
collaborate and have information be 
persistent. That’s how we found QUIQ. It’s 
exactly the philosophy we’re looking for.”                                                       

“Tech support people can’t keep up with 
generating content and are not experts on 
how to effectively utilize the product … Mass 
Collaboration is the next step in Customer 
Service.”  

– Steve Young, VP of Customer Care, Compaq 
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KNOWLEDGE"
BASE"

QUESTION"

Answer added to "
power self service"

SELF SERVICE"

ANSWER"

KNOWLEDGE 
BASE 

QUESTION"
SELF SERVICE"

-"-"Partner Experts"
-"Customer Champions "
-"Employees"

Customer"

How It Works 

Support  
Agent 

Answer added to  
power self service 
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What is a Relevant Group? 
(7 M Y! groups) 

•  A group whose content is relevant to the query 
keywords. 

•  A group to which many of my buddies belong. 
•  A group where many of my buddies post 

messages. 
•   A group with some of my preferred characteristics: 

traffic, membership. 

(Courtesy: Sihem Amer-Yahia) 



Social Search 
•  Explicitly open up search 

–  Enable communities, sites and consumers to explicitly re-
define search results (e.g., SearchMonkey, Boss) 

•  Right unit for a “search result”? Can we “stitch together” more 
informative abstracts from multiple sources? 

•  Creation of specialized ranking engines for different tasks, or 
different user communities 

•  Implicitly leverage socially engaged users and their 
interactions 
–  Learning from shared community interactions, and leveraging 

community interactions to create and refine content  
•  Expanding search results to include sources of 

information  
–  E.g., Experts, sub-communities of shared interest, particular 

search engines (in a world with many, this is valuable!) 

Reputation, Quality, Trust, Privacy 
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Challenges in Social Search 

•  How do we use annotations for better 
search? 

•  How do we cope with spam? 
•  Ratings? Reputation? Trust? 
•  What are the incentive mechanisms? 
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    Web of Concepts 

Aggregated KB INDEX SERP 

 concept  rich, aggregated data 

The “index” is keyed by concept instance, and organizes all 
relevant information (data describing the concept instance 

and its relationship to other instances), wherever it is drawn 
from, in semantically meaningful ways 

madonna 

mumbai 
restaurant 

san jose  
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Web IE: Surfacing, Extraction, 
Integration 

57 

WWW 

Traditional 
Extraction 

Traditional 
Integration 

Surfacing 

End-to-
End 
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Summary 

•  The Web will be increasingly personalized, 
but “personalization” will mostly happen 
within the context of 
– Content optimization 
– Semantic interpretation of web content and 

user intent 
– Socialization of the web 


